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Abstract: Churn prediction in telecom has become a major requirement due to the increase in the number of telecom 

providers. However due to the hugeness, sparsity and imbalanced nature of the data, churn prediction in telecom has 

always been a complex task. This paper presents a Metaheuristic based churn prediction technique that performs churn 

prediction on huge telecom data. Particle Swarm Optimization algorithm is used as the classifier. Experiments were 

conducted on the Orange dataset. It was observed that PSO algorithm works best on churn data providing effective and 

faster results. 

 

Keywords: Telecom churn prediction, Data Imbalance, Data Sparsity, Huge Data; PSO 

 

I. INTRODUCTION 

 

Increase in the telecom providers has led to a huge raise in 

the competitions and hence customer churns. Currently 

organizations have their major focus in reducing the churn 

by focusing on customers independently. Churn [1] can be 

defined as the propensity of a customer to cease business 

transactions with an organization. The major requirement 

now is identification of customers who have high 

probabilities of moving out. The ability of an organization 

to intervene at the right time could effectively reduce 

churn.  

Churn occurs mainly due to customer dissatisfaction. 

Identifying customer dissatisfaction requires several 

parameters. A customer usually does not churn due to a 

single dissatisfaction scenario [2]. There usually exists 

several dissatisfaction cases before a customer completely 

ceases to do transactions with an organization. Several 

properties associated with the customer and their modes of 

operations with the organization are recorded by the 

organizations. This represents the customer’s behavior 

data. Analyzing this data would present a clear view of the 

customer’s current status [3]. Hence this can be used as the 

base data for churn prediction. The major difficulty arising 

from this mode of operation is that the data under 

discussion tends to be very huge. The hugeness can be 

attributed to the behavioural nature of the data, depicting 

all the product lines dealt with by the organization. 

Further, due to the requirement of structural representation 

of the data, all the instances are bound to contain all the 

properties corresponding to a generic customer in the 

organization [4,5]. This leads to data sparseness, since 

customers will be associated with only a few properties 

and not all the properties pertaining to the organization. 

The data hugeness and sparsity acts as the major 

difficulties in the process of churn prediction. 

In-order to provide required services to the customers, 

large companies interacts with them to obtain their 

requirements [6]. One of the major differentiators for 

companies is the customer service. The ability to predict if  

 

 

a customer will leave in order to intervene at the right time 

can be essential for pre-empting problems and providing 

high level of customer service. The problem becomes 

more complex as customer behavior data is sequential and 

can be very diverse. 

 

II. RELATED WORKS 

 

Churn is an unavoidable process in any industry. 

However, though difficult, it is possible to identify the 

causes of churn using several approaches. This section 

discusses the recent approaches for churn prediction.  

A risk prediction technique that identifies probable 

customers for churn was presented by Casement et al. in 

[7]. This technique utilizes Generalized Additive Models 

(GAM). These models relax the linearity constraints, 

hence allowing complex non-linear fits to the data. This 

technique is exhibited to improve marketing decisions by 

identifying the risky customers and also providing 

visualizations of non-linear relationships.  

 

A neural network based customer profiling technique that 

can be used for churn prediction was presented by Tiwari 

et al. in [8]. This technique differs from the other proposed 

techniques from the fact that most of the techniques are 

only able to identify the customers who will 

instantaneously churn. However the neural network based 

churn prediction model proposes to predict customer’s 

future churn behavior, providing the much required buffer 

for the organizations to perform prevention activities. A 

similar neural network based model includes [23,25]. The 

approach in [23] is based on the 80-20 rule to identify the 

key attributes affecting churn, while that of [25] involves 

identifying the major features of the data to determine 

churn. 

A regression based churn prediction model was presented 

by Awning et al. in [9]. This method identifies churn by 

using multiple regressions analysis. This technique utilizes 
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the customer’s feature data for analysis and proposes to 

provide good performance.  

Class imbalance plays a major role in affecting the 

reliability of a classifier. The major issue existing due to 

class imbalance is that the minority class is not well 

represented and hence the classifier is undertrained on the 

minority classes. The technique proposed by Zhu et al. in 

[10] proposes to eliminate this issue by using transfer 

learning techniques. The approach presented in [10] 

operates by training the classifier using customer related 

behavioural data obtained from related domains. This 

approach has its major focus on the banking industry and 

the results are proposed to exhibit enhanced performance. 

Another technique that considers the imbalance nature of 

data to perform churn prediction was presented by Xiao et 

al. in [15]. A comparison of sampling techniques for 

effectively operating on churn data was presented by 

Amin et al. in [16]. Game theory based churn prediction 

techniques [17] are also on the raise. 

The complex nature of churn behavior has also enabled 

several publications on churn prediction using multiple 

models. A churn prediction model based on cluster 

analysis and decision tree algorithm was presented by Li et 

al. in [11]. This technique operates on China’s Telecom 

data. Another technique utilizing multiple prediction 

techniques was proposed by Le et al. in [12]. This 

technique utilized a combination of k-Nearest Neighbor 

algorithm and sequence alignment. This technique has its 

major focus on the temporal categorical features of the 

data to predict churn.  

Utilizing heuristics for predictions are on the raise due to 

the complex nature of data. A rule generation techniques 

that employs heuristics for customer churn prediction in 

telecom services was presented by Huang et al. in [13]. A 

combination of Self Organizing Maps (SOM) and Genetic 

Programming (GP) to identify and predict churn was 

presented by Farris et al. in [14]. SOM is utilized to cluster 

the customers and then outliers are eliminated to obtain 

clusters depicting customer behaviours. An enhanced 

classification tree is built using GP. 

A boosting algorithm that proposes to improve the 

prediction accuracy of classifier models was proposed by 

Lu et al. in [18]. This method boosts the learning process 

by using a combination of clustering and logistic 

regression. A similar prediction boosting technique using 

Genetic Algorithm was proposed by Idrus et al. in [19]. 

This is also an ensemble model utilizing multiple 

techniques for the prediction process. Other ensemble 

based prediction techniques include [20,21,22,24]. 

 

III. OUR APPROACH 

 

Particle Swarm Optimization (PSO) [26,27] is a 

computational technique that optimizes a problem by 

iteratively trying to improve a candidate solution with 

regard to a certain measure called its fitness. PSO being a 

swarm based metaheuristic technique solves the problem 

by using a set of candidate solutions called particles. 

These particles are moved in a search space by using a 

velocity component. This process is iteratively performed 

to identify the best solution in the search space. This 

approach utilizes PSO for the process of churn prediction.  

The search space is created using the Orange Data. The 

dimensions of the search space correspond to the number 

of attributes contained in the dataset. Particle initialization 

is carried out by identifying the placement location of the 

particles using a uniform distribution function. Particle 

distributions are confined to the search space boundaries. 

The number of particles that are to be used for a given 

problem is itself an optimization problem. The number of 

particles used for the current implementation scenario is 

obtained by trial and error. Initial particle velocities are 

then identified in random using eq. (1) 

 

Vi~U(− bup − blo  ,  bup − blo  )  (1) 

 

where bup and blo are the upper and lower bounds of the 

search space. 

 

The velocity identification marks the beginning of particle 

movement. Every particle moves according to its velocity 

component. Due to the random identification of velocities, 

the particles are dispersed in the search space in a random 

fashion. The particle best (pbest) and the global best 

(gbest) values are identified.  

 

Particle best (pbest) corresponds to the best solutions 

identified by a particle since the beginning of the iteration 

and global best (gbest) is the best solution obtained from 

the swarm, which is the best of all the pbest values. In-

order to identify the pbest of each particle, the fitness of 

the particle is identified. The identified current fitness is 

compared with the previous pbest. If the current solution 

that has been identified has better fitness compared to the 

already existing fitness, the existing pbest is replaced with 

the current fitness. The new fitness value is then compared 

against the current gbest and the best of the values is 

retained as the current gbest. 

 

After the initial identification of pbest and gbest, the 

particles are again triggered for movement towards the 

best solution that has been identified so-far. The new 

velocity is identified using eq. (2) 

 

Vi,d ← ωVi,d + φprp Pi,d − Xi,d + φgrg gd − Xi,d  (2) 

 

where Pi,dand gd are the parameter best and the global best 

values, rp and rg are user generated random numbers, xi,d is 

the value current particle position, and the parameters ω, 

φp, and φg are selected by the practitioner. 
 

This process is continued till a stagnation behavior is 

encountered. The pbest value of every iteration 

corresponds to a probable prediction for the test data. 

However, there are several pbest values, hence the best of 

the predictions are stored in gbest. The value of gbest 

changes for every iteration, corresponding to the selected 

pbest entries. A no-change in the gbest for a defined 
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number of iterations mark the stagnation behavior. After 

stagnation, the result contained in gbest is considered to be 

the best solution for the current churn record. 

 

IV. RESULTS AND DISCUSSION 

 

PSO was implemented using C#.Net on Visual Studio 

2012. Experiments were conducted with the Orange 

Dataset on PSO. Orange is a benchmark dataset that 

corresponds to a French Telecom company [28]. It was 

used as a part of KDD 2009 challenge [29].  

ROC plot corresponding to actual PSO is presented in Fig. 

1. It could be observed from the plot that most of the 

points are aggregated in the region exhibiting very high 

true positive rates with moderate false positive rates. The 

presence of false positives is attributed to the sparsity of 

the data. However, the indication of high levels of true 

positives proves the efficiency of the classifier. 

 

 
Fig.1 ROC PLOT (PSO) 

 

 

 
Fig. 2 PR PLOT(PSO) 

  

Precision and Recall values exhibited by PSO is presented 

in the PR plots (Fig. 2). It could be observed that the PR 

plot exhibit moderate precision levels, but high recall 

levels.  

 

The low precision levels are attributes to the selection 

probabilities and the absence of data (sparse nature of 

data) in the dataset. 

V. CONCLUSION 
 

Churn prediction is one of the major requirements of the 

current competitive environment. This paper deals with 

identifying and predicting churn in telecom data using 

Particle Swarm Optimization. Analysis of the algorithms 

was carried out on the basis of ROC and PR Curves. 

Future directions will include incorporation of schemes or 
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modifications to reduce the False Positive rates. Further, 

analysis in terms of imbalance levels and data sparsity will 

also be carried out. Incorporation of Game theory in the 

decision making process will also help improve the 

accuracy levels and in the identification of churn.  
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